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Can emotional music and faces influence our worldview?  
A simultaneously combined bimodal paradigm
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Abstract 
Individuals’ perceptions of valence ambiguous stimuli can be affected by other emotional stimuli introduced through 
their modalities. However, there is evidence that modalities influence each other and as a result the effect of the emo-
tional stimuli received by one modality may dominate. Affective priming and mood induction procedures are two 
widely used paradigms that investigate the effect of emotional stimuli on the individuals. This study combines them 
into a cross-modal paradigm in which emotional faces are utilised as primes and emotional music as a mood induc-
tion cue. A convenience gender balanced sample of 54 individuals (M=28.98years, SD=11.10years) evaluated a set of 
valence ambiguous images derived from the GAPED database, once preceded by a happy and once by a sad face, de-
rived from the FACES database. During the experiment, participants were also exposed to either the happy song “Bar-
ber - Adagio for Strings”, or to the sad one “Mozart - Flute Concerto in D Major”. Indeed, a modality dominance effect 
was established in this study, as merely the main effect of emotional faces was significant F(1,52) = 18.841, p <.001, η2 

=.17 supported by a large effect size. As a result, it could be argued that the visual stimuli dominate the other modal-
ities based on the emotional effect and that affective priming produces more intense affective effects than the mood 
induction procedure. However, the above results should be cautiously interpreted, because of the small sample size 
as well as the presence of outliers. 
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Introduction 

Emotions are “brief, involuntary, full-system, patterned respons-
es to internal and external stimuli” [1, p. 6] and their efficient 
identification is a basic feature of everyday life [2]. Emotions 
are able to induce a mood which can also turn into an emo-
tion; emotions differ from moods because the latter last longer, 
are less intense and thus, they cannot be easily perceived just 
like the factor that caused them [3]. Emotional environmental 
cues differentiate based on the arousal dimension; the level 
of physiological activation (low/high), and the valence dimen-
sion; whether an emotion is negative or positive [4], and they 
are introduced through individuals’ senses influencing their 
feelings and behaviours [5]. Specifically, facial expressions are 
omnipresent visual stimuli conveying fundamental emotional 
information which can be immediately detected, influencing 
individuals’ emotional states [6]. According to Ekman (1972) [7], 
the six basic facial expressions (sadness, happiness, disgust, fear, 
anger, and surprise) are globally associated to a specific mean-
ing thus, they can convey desired emotional information [8]. 

It is well-documented that when an emotional stimulus is 
perceived, its valence is automatically and unintentionally activat-
ed; a well-investigated phenomenon through Affective Priming 
(AP) [9]. AP studies highlight the “unintentional influence of a 
first evaluative response (to the prime) on subsequent process-
ing (of the target)” [10, p. 70]. Specifically, in one AP paradigm, 
participants evaluate neutral target stimuli preceded by briefly 
presented emotional stimuli (primes) and consequently, their 
behaviours are biased towards prime’s valence [11]. For instance, 
emotional faces used as primes influenced the Chinese ideo-
grams’ semantics used as neutral target stimuli [12, 13]. Speci-
fially, Winkielman & Zajonc (1997) [13] stated that participants 
rated the ideographs preceded by happy faces significantly 
higher than those preceded by angry ones. An AP effect also oc-
curs when a response to a target is facilitated under the valence 
congruency of prime and target stimuli [4]. Specifically, Aguado 
et al. (2007) [9] utilised pictures (11.29×16.95cm) of happy faces 
to prime a valence positive affect and an angry or a fearful face 
to prime a valence negative affect, and valence negative and 
positive words as targets. They stated that the reaction times in 
the congruent condition (e.g. happy face – happy word) were 
significantly lower than the incongruent one, concluding that AP 
occurs whether the activation of prime’s valence is either inten-
tional or unintentional. However, because the images containing 
scenes are stated to exert a stronger emotional influence than 
those containing faces, theorists argue that even though faces 
convey emotional information, it is not mandatory to elicit par-
ticular emotions on individuals [14].

Additionally, numerous cross-modal studies have indicated 
that people naturally communicate and receive affective infor-
mation from multiple sensory modalities, providing evidence of 
auditory and visual stimuli interactions [4, 15]. For instance, de 
Gelder and Vroomen (2000) [16] in their experiments exposed 
participants to all the possible combinations of emotional re-
cordings of sentences (with either a happy or a sad tone) via 
headphones and emotional black-and-white faces (sad or hap-
py) via a computer screen. The photos lasted approximately 

350ms during merely the last word of the recorded sentence. 
Participants were instructed to attend to one modality each 
time and had to choose whether the emotion of the attended 
modality was happy or sad. They concluded that the emotion-
al stimuli from the unattended modality bia sed participants’ 
perceptions of the attended one, however, participants were 
less biased from the audio stimuli when they judged the faces 
than vice versa. Similarly, Hietanen et al. (2004) [15] replicated 
the cross-modal interaction having synchronized the stimuli 
duration and furthermore provided evidence of an additive 
effect when the bimodal stimuli were valence congruent and 
were recognized more accurately and rapidly. Likewise, more 
recently Ramsay (2016) [17] utilised coloured images and re-
corded phrases lasting 10 seconds, instructing participants to 
emotionally evaluate merely the stimuli of the one modality 
ignoring the other, and he stated that they rated the stimuli 
of the attended modality as expected in accordance to their 
valence (happy stimuli were rated higher than valence am-
biguous, which were rated higher than the sad ones). He also 
stated that a bimodal interaction existed. Thus, participants’ 
evaluations were not merely affected by one modality, when 
each one was attended separately, however, he called other 
researchers to utilise different auditory stimuli like music. 

Theorists have provided important results that individu-
als can be also emotionally influenced by music, which can 
be described as a language to communicate emotions to the 
listeners [18, 19]. Indeed, it is stated that people are strongly 
emotionally connected with music, which can change their 
emotions and interfere in the processing of subsequent emo-
tional information received from other sensory modalities [20]. 
For instance, Tay & Ng (2019) [21] primed short song extracts 
via headphones to the participants before their exposure to 
valence neutral black and white pictures which they had to eval-
uate provided a list of 28 emotional words. Indeed, significantly 
more negative valence words were selected after participants’ 
exposure to minor mode extracts, supporting previous studies 
associating them with negative feelings opposite to those in 
major mode. However, music can also temporarily elicit certain 
mood effects thus, it is also utilised in Mood Induction Proce-
dures (MIPs), which are divided into simple; when merely one 
mood induction technique is utilised, and combined; when 
two or more ones are utilised in one paradigm [22]. 

Furthermore, there is evidence of a cross-modal additive 
effect, where participants showed higher accuracy when the 
same emotional type of the bimodal stimuli were congruent, 
than when presented in one sensory [23, 24], highlighting 
women’s advantage both unimodally and bimodally [25]. 
The enhancement of valence ratings in combined congruent 
conditions have also been confirmed in fMRI studies [26, 27], 
however, it is stated that these results cannot be generalized 
across emotional categories [28]. Additionally, Sanchez et al. 
(2014) [29] focused on the effect of mood on the attentional 
deployment, performed a combined MIP. They utilised both 
emotional images and songs, which among others, they select-
ed “Barber - Adagio for Strings” and “Mozart - Flute Concerto 
in D Major” to induce a sad and a happy mood, respectively to 
congruently support images’ mood induction. The trials start-
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ed with a black screen, followed by a second one containing a 
white fixation cross in the middle, both lasting 500ms. Partici-
pants were exposed to two face images; one neutral and one 
emotional and eventually, in the happy mood condition they 
showed both a happy mood elevation and an attentional de-
ployment increase. Accordingly, because multiple inductions 
cause an additive contribution to a mood, several combined 
MIPs have successfully been applied in many studies, support-
ing this phenomenon [22]. However, recent studies question 
the above results, providing evidence that MIPs’ effects do 
not last long and besides that participants answer the specific 
questionnaire immediately after MIP ends, the emerged results 
will be contaminated due to a diminished MIP effect during 
the whole process of completing the questionnaire [30, 31].

An intriguing phenomenon of modality dominance in 
which vision can eliminate the emotional auditory effect and 
vice versa has been reported, thus, it is suggested that the par-
adigm’s task may influence which modality dominates [32]. 
Specifically, more than five decades ago, it has been stated 
that the visual stimuli dominated the auditory ones when 
presented simultaneously in an attention measuring para-
digm, even when the auditory stimuli’s intensity was twice 
that of the visual ones [33]. In addition, there is evidence that 
the visual dominance is also replicated in terms of affect, in 
bimodal paradigms measuring emotional identification ac-
curacy [23, 24, 34]. For instance, Collignon et al. (2008) [25] 
stated that participants were more prone to be influenced 
by their vision when the bimodal stimuli; video clips of actors 
portraying angry and disgust facial expressions combined with 
the same emotional voices, were incongruent. Additionally, 
they stated that participants performed better when they 
were focused on the visual modality than the auditory one. 
Furthermore, they deliberately chose dynamic visual stimuli 
based on previous neuroimaging studies indicating their ad-
vantage on static faces to activate the specific brain regions 
which are implicated in the analysis of facial expressions, such 
as the amygdala the insula and the posterior superior tem-
poral sulcus. Thus, they attributed their findings to the higher 
intensity of the dynamic visual stimuli compared to the static 
ones. Additionally, in their study Takagi et al. (2015) [34], who 
incorporated both congruent and incongruent conditions in 
which participants were instructed to attend once merely to 
the visual stimuli (faces in video clip), once merely to the audio 
one (voice) and once none of them and to emotionally judge 
both stimuli, they also indicated a visual dominance, in which 
more emotional categories’ perceptions were dominated by 
the facial expressions. 

Consequently, the literature is contradictory on whether 
vision dominates or it just biases hearing in terms of shap-
ing individuals’ emotional responses, and this study aims to 
explore this phenomenon. Hence, based on Tay & Ng [21], it 
adopts valence neutral pictures as target stimuli, approach-
ing the same research question, whether AP can influence 
individuals’ evaluations on valence ambiguous visual stimuli. 
However, here the selected images were coloured, like Ramsay 
(2016) [17] did, providing evidence based on a more realistic 
paradigm. Additionally, this study adopts emotional faces as 

primes, which are simultaneously combined with emotional 
music utilised as a MIP, examining both their effect separately 
and their cross-modal interaction. Thus, the hypotheses are: 
there will be a main effect of music’s valence on the percep-
tion of valence ambiguous visual stimuli (H1), there will be 
a main effect of faces’ valence on the perception of valence 
ambiguous visual stimuli (H2), and there will be an interaction 
between the valence of music and faces on the perception of 
valence ambiguous visual stimuli (H3). However, while most 
studies [15, 16, 17, 29] utilise two affective stimuli and partic-
ipants evaluate the second, we utilise three and participants 
evaluate the third after their exposure to the two others. 

The previous years, numerous studies have been conduct-
ed, focused on individuals’ time perceptions because of their 
exposure to emotional stimuli of faces and music [35], suggest-
ing that time accelerates when individuals are satisfied [36]. 
Emotional music is categorised as dynamic stimuli because it 
involves various parameters evolving through time [37]. For 
instance, in terms of tempo, Fang (2015) [38] suggested that 
slow music extends the customer’s stay in a restaurant, as they 
perceive the time passing slowly. In terms of valence, Bisson et 
al. (2009) [39] showed that participants perceived Bach’s happy 
song lasting longer compared to Barber’s Adagio for Strings. In 
their study, Droit-Volet et al. (2013) [37] concluded that when 
music is fast or has positive valence leads participants to inter-
pret it as having a shorter duration. Additionally, the literature 
posits that individuals perceive high-arousal negative valence 
faces to last longer than low-arousal valence ambiguous ones 
[37]. Many studies have also revealed evidence that when in-
dividuals process time in one modality, they are influenced by 
other modalities’ signals [40]. Two fundamental paradigms ex-
plore this phenomenon; the prospective in which participants a 
priori know that they will be asked about their time perceptions 
and the retrospective in which they do not [36]. This study also 
explores in a prospective paradigm whether individuals’ time 
perceptions are influenced by music’s valence when controlling 
for the same visual task thus, it is hypothesised that the valence 
of music will have an effect on individuals’ time estimations (H4).

Method 

Design: A mixed design was adopted in this study, with two 
Independent Variables (IVs), each one consisted of two condi-
tions; valence of music (between-subject) and valence of faces 
(within-subject) both consisted of happy and sad conditions, 
and one Dependent Variable (DV); valence ambiguous imag-
es evaluation. Thus, each participant was exposed to either 
a happy or a sad music stimuli utilised as a MIP, and both to 
happy and sad faces utilised as primes. Additionally, a second 
DV is participants’ time estimations influenced by merely one 
IV; The valence of music (between-subject). 

Participants: A convenience sample of 27 women (M=31.37 
years, SD=12.30years) and 27 men (M=26.59 years, SD=9.39 
years) (N=54 people M=28.98 years, SD=11.10 years) was cho-
sen, constructed by peers, undergraduate students and family 
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who volunteered (see Appendix, p. 22). All participants were 
healthy with normal or corrected to normal vision and hearing 
and did not suffer from any any mental disorder. 

Materials: Similarly, to Sanchez et al. (2014) [29]., the music piec-
es “Barber - Adagio for Strings” and “Mozart - Flute Concerto in 
D Major” were utilised for the sad and happy mood induction, 
respectively. Samuel Barber’s Adagio for Strings, Op 11 has been 
widely used in sad MIPs, and has recently been favoured among 
others for its effectiveness [41]. Happy, sad and neutral faces were 
selected from FACES database [42], which contains images from 
people with a wide age range, categorised in six facial expressions 
(neutral, angry, happy, fearful, disgusted and sad). The valence 
ambiguous target stimuli were coloured images selected from 
Geneva Affective Picture Database [GAPED, 43]. GAPED is a wide-
ly used database [44] and consists of 730 images categorised as 
neutral, negative or positive depending on their emotional con-
tent. Based on Tay & Ng (2019) [21], the emotional evaluations of 
the neutral target stimuli were given in a 7-point Likert-type scale 
questionnaire graded from 1 (totally negative) to 7 (totally posi-
tive), where 4 was neutral (see Appendix, p. 57). The experiment 
took place in a college PC lab. The music stimuli were played via 
speakers and a decibel meter application was used by a smart-
phone to ensure that all participants were exposed to the music 
stimuli at approximately the same volume (70db). Power Point 
was utilised to create and present the visual task which accord-
ing to Aguado et al. (2007) [9] contained 11.29×16.95cm target 
pictures centred in the middle of the screen.

Procedure: Participants evaluated the target images in 60 
trials. Each trial consisted of 4 slides; a black screen presented 
until the “space key” was pressed, a black screen with a white 
cross as a fixation stimulus in its centre presented for 500ms, 
an image of either an emotional (happy or sad) or a valence 
ambiguous face presented for 250ms, and a valence ambig-
uous target image presented for 2 seconds. Participants were 
instructed to answer fast so that they could not scrutinize their 
emotional state. 20 valence ambiguous target stimuli were 
evaluated once preceded by a happy primed face and once 

with a sad one to control any unwanted emotional effects of 
the target stimuli. The sum of these evaluations was each par-
ticipant’s score for each condition ranging from 20 (1x20) to 
140 (7x20). Because the identification of this experiment’s pur-
pose would be relatively obvious, 20 different valence neutral 
target stimuli preceded by valence neutral faces were added, 
without being included in the data analysis. Additionally, the 
time perception question was also a distracting cue, because 
participants were invited to take part in an experiment measur-
ing their performance in a dual-task procedure (see Appendix, 
pp. 45-55), in which they had to evaluate the valence of the 
scenes of the images, but not the faces’ and to estimate the 
time that this experiment lasted. They were also instructed to 
switch off their phones and to not obtain watches. Two trials 
containing valence neutral faces and valence neutral target 
images that were not included in the experiment were used as 
examples so that participants understand the procedure be-
fore the experiment begins. As soon as participants’ exposure 
to the trials was completed, and they had no questions about 
the procedure, they were instructed that they will hear a song 
to remain focus on the task, eliminating the environmental 
noises. Thus, they were first randomly exposed to the happy 
or the sad song and then the procedure begun. The target 
image stimuli were presented in the same randomized order 
and the songs were played at approximately 70db. To secure 
that the MIP effect will last through the whole process [30, 31], 
the music played until the evaluation of the last image and the 
following time estimation answer was given. Songs’ duration 
was satisfactory to last if the time needed for participants to 
be done however, in case where participants were late when-
ever a song ended, it was instantly automatically replayed. 

Ethical Consideration: In this study, three forms were also uti-
lised; a participant information sheet introducing participants 
to this study (see Appendix, pp. 54-55), a consent form ensuring 
anonymity (see Appendix, p. 56) and a debrief sheet, which 
revealed the real purpose of this experiment and informed 
participants about their right to withdraw (see Appendix, p. 
58). This study was accepted from the University of Derby.

Fig. 1 A simultaneous cross-modal 
trial combining the priming of an 
emotional face and a music MIP.
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Results 

In the emotional evaluation data, four participants were dis-
played as outliers in the boxplots (see Appendix, pp. 32-36) 
thus, because neither did the transformations proposed by 
Field (2018) [45] effectively absorb them, nor equivalent non 
parametric test exists to explore the interaction between the 
two IVs on the DV, the level of significance became more strict 
(a=0.01) and data analysis continued with the original scores 
and statistical test.

Table 1. The means of the valence ambiguous image  
evaluation scores (with standard deviations)

Happy Face Sad Face Total
Happy Music 77.78 (16.04) 69.22 (17.61) 73.50 (17.23)

Sad Music 82.96 (15.92) 61.89 (16.38) 72.43 (19.21)
Total 80.37 (16.04) 65.56 (17.25)

Utilising the 2(Face Valence) x 2(Music Valence) Factorial 
Independent Measures ANOVA test, a significant main effect 
of the face valence on the Valence Ambiguous Image Evalu-
ation (VAIE) was found F(1,52) = 18.841, p<.001, η2 =.17 with 
the mean evaluation of the target valence ambiguous images 
were significantly higher when preceded by happy faces than 
by sad faces (80.37>65.56) (see Appendix, p. 29). However, 
there was neither a significant main effect of music valence 
on VAIE F(1,52)=.138, p=.714, nor a significant interaction be-
tween music valence and face valence on VAIE F(1,52)=3.363, 
p=.072 (see Appendix, pp. 40-41). In other words, participants 
evaluated the valence ambiguous images biased by the emo-
tions of the primed faces preceded, but not from music or its 
interaction with the faces. In addition, the effect size of face 
valence on VAIE is Large [46] (see Appendix, p. 47).

Due to the existence of one outlier in the data of partici-
pants’ time perceptions, the non-parametrical Mann-Whitney 
U Test was utilised and showed no statistical significant results 
Mann-Whitney U (n1=27; n2=27)=334.5, z=-0.525, p=.599, two 
tailed (see Appendix, pp. 51-52). Thus, H4 is rejected. 

Discussion 

Individuals daily receive emotional information from their 
senses, such as faces or songs which according to the liter-
ature they can bias their evaluations on separate valence 
ambiguous ones [12, 13, 21]. When individuals are simulta-
neously exposed to both emotional visual and audio stimuli 
these stimuli can interact and bias their evaluations on these 
stimuli [15, 16, 17]. It is even stated that the emotional visu-
al stimuli can dominate the visual ones [34]. however, con-
tradictions exist on whether vision dominates or just biases 
hearing in terms of shaping individuals’ emotional responses. 
Hence, this study explored the main effect of emotional faces 
and music, as well as their interaction on valence ambiguous 
images. The results showed that merely the main effect of 

the emotional faces was significant where specifically, the 
mean of the scores of the VAIE was higher when preceded 
by a happy face than by a sad face, supporting the previous 
literature for the contradictory effect between valence posi-
tive and negative faces [13]. As a result, the emotional faces 
efficiently influenced participants’ evaluations on the valence 
ambiguous target images containing scenes, providing sa-
lient evidence of their ability to emotionally influence the 
individuals contrary to previous literature [14]. Additionally, 
in this study participants’ evaluations were neither influenced 
by emotional music nor by its interaction with the emotional 
faces, contrary to previous studies, which demonstrated an 
interaction between the emotional recorded phrases and 
emotional faces [15, 16, 17]. Thus, this study could support 
the cross-modal emotional dominance effect in which due to 
its visual task, vision dominated the auditory perception and 
emotional faces outcompeted emotional music’s effect [34]. 
Specifically, we support the results of Collignon et al. (2008) 
[25] and Takagi et al. (2015) [34] who found that participants 
were more biased from the dynamic emotional visual stimuli 
than the recorded phrases, extending the literature on static 
stimuli, too, despite their disadvantage advocated by previous 
neuroimaging studies as stated by Collignon et al. (2008) [25]. 

Analytically, this study utilised emotional music as a MIP 
and emotional faces as primes. Given the fact that merely the 
AP was effective, this study could sceptically support that AP 
is more effective to bias individuals’ evaluations on valence 
ambiguous target stimuli than MIPs when they are simulta-
neously combined. Furthermore, it could be also implied that 
the emotions elicited by the AP were more crucial to bias in-
dividuals evaluations rather than their moods, supporting the 
literature that emotions are more intense than moods [3]. As a 
result, this argument could justify why AP was more efficient 
than MIP to bias individual’s affect. However, these connota-
tions should be critically argued due to this paradigm’s design, 
which utilised the visual stimuli both as primes and as target 
stimuli. Thus, merely one modality (vision) was intentionally 
in depth attended and this could obtain an advantage to vi-
sual stimuli’s emotional effect independently of whether an 
AP or a MIP was served. Specifically, Collignon et al. (2008) 
[25] in their incongruent bimodal paradigm stated that par-
ticipants had a more accurate performance when they were 
focused on the visual stimuli than the auditory ones. Thus, to 
replicate the emotional modality dominance based on this 
combined cross-modal paradigm, future studies could control 
the target stimuli’s modality, utilising both auditory and visual 
target stimuli, where participants will be instructed to once 
evaluate the audio target stimuli and once the visual one, as 
shown in Ramsay’s (2016) [17] study, or they could also con-
trol the modalities that the AP/MIP will serve. 

This study included a prospective time estimation par-
adigm and data analysis showed no statistically significant 
differences on participants’ time evaluations depending on 
the music stimulus they were exposed to. These results con-
trast with previous studies suggesting that tempo [37, 38] 
and valence [37, 39] can affect individuals’ time perceptions. 
Specifically, even though we utilised the same sad song to 
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Bisson et al. (2009) [39], it could not exert statistically import-
ant effects on the participants’ estimations compared to the 
happy song. However, this prospective paradigm also included 
a visual task and as a result, participants also received visual 
information that had to evaluate. Thus, based on the litera-
ture suggesting that other modalities may influence time 
perception estimations [40], we could interpret these results 
as being contaminated by the stronger effect of the emotions 
elicited by the faces [3], neutralising music’s emotional effect. 
Because participants were exposed both to happy and sad 
faces, but merely to a sad or a happy song, the valence of the 
song could not bias participants’ emotional state. Therefore, 
these results could support that the emotional faces were the 
only stimuli that influenced participants emotional states. 

However, some limitations exist. The results of this study 
should be judged cautiously because of the outliers, which 
scores were not adjusted. Additionally, the participants lis-
tened to the music via speakers and not via headphones like 
previous studies [16, 21], potentially influencing music’s ef-
fect. Headphones may enhance the attention to music and 
decrease the outside noises functioning as a confounding 
variable. Actually, the interaction between music and faces 
was not far from reaching significance (p=.07). Additionally, 
because its observed power was .44 (see Appendix, p. 40) 
failing to reach the recommended .8 [46], a bigger sample 
could have obtained significance. However, a previous study 
supports vision dominance in terms of attention deployment, 
despite the fact that the intensity of the auditory stimuli was 
twice that of the visual ones [33]. Furthermore, the analysed 
target stimuli were displayed two times, once preceded by a 
happy and once by a sad face, securing that the evaluations 
were biased due to the IVs and not the target image itself. 
Thus, participants could remember the first score and repli-
cate it, altering the mean differences. A procedure with more 
trials could minimize this phenomenon. Thus, future studies 
replicating this one should consider the above cues carefully. 
Additionally, the previous studies which demonstrated an in-
teraction between the emotional audio stimuli and emotional 
faces utilised emotional recorded phrases rather than emo-
tional songs [15, 16, 17]. An implication in this circumstance 
may be the fact that the emotional instrumental music may 
not have such a strong emotional impact compared to the re-
corded phrases. Thus, taken together the dominance of vision 
may be modulated by the utilised audio sample, something 
that future studies could also investigate. 

Conclusion

This study states that when individuals are simultaneously 
exposed to both emotional visual and audio stimuli evalu-
ate the valence ambiguous visual stimuli (photos of real-life 
scenes) merely biased from the preceded emotional visual 
stimuli (happy and sad photos of faces) rather than the con-
tinuous presence of the emotional audio stimuli (happy or 
sad songs). As a result, when individuals evaluate stimuli via 
vision are biased from the emotional stimuli preceded by the 

same modality independently of whether they are exposed to 
a happy or a sad song. Additionally, this evidence is supported 
from the time perception data that also exhibit no statistically 
significant effect of the songs on individuals time perceptions. 
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